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 چکیده

های تجربی سازی که مستقیماً از دادههای مدلهای اخیر، استفاده از روشدر سال

هاای  بینی نتایج فرآیند، به جاای روش ر پیشکنند به دلیل دقت بالا داستفاده می

های شبکه عصبی مصنوعی آماری رو به افزایش است. در این مقاله، توانایی مدل

(ANN)  عصبی تطبیقای   -و سیستم استنتاج فازی(ANFIS)  بینای  در پایش

شاود،  که توسط مقاومت حرارتی سانجیده مای   Al2O3عملکرد حرارتی نانوسیال 

های آزمایشگاهی از یکی از مقاالا  معتبار کاه عملکارد     هبررسی شده است. داد

را درون یک لوله حرارتی نوساانی بررسای کارده باود،      Al2O3حرارتی نانوسیال 

از یک شبکه پرسپترون چندلایاه و   ANNسازی توسط استخراج شد. برای مدل

تارین و  از یک مدل فازی سوگنو استفاده شد که هار دو از دقیا    ANFISبرای 

بینای  سازی هستند. مقایسه مقادیر هدف با مقادیر پایش های مدلرین روشترایج

بخش بود و ضریب همبستگی برای هار دو  شده توسط هر دو مدل بسیار رضایت 

دهنده میزان بالای دقت این دو مدل است. در آمد که نشاندست  به 33/8بیش از 

بسایار خاوو و    نهایت عملکرد هر دو مدل با هم مقایسه شد که عملکارد هاردو  

عملکرد بهتاری از   ANFISنسبت به  ANNنزدیک به هم بود، ولی در مجموع 

 خود نشان داد.
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 . مقدمه1

ای در صانای   ه از سیالا  انتقال حرار  معمول مانند نفت، آو و اتیلن گلایکول به شکل گستردهامروز

ساازی قطعاا    مختلف از جمله انتقال و ذخیره انرژی، تهویاه مطباوع، محصاولا  شایمیایی و خناک     

اسات. یای تحقیقاا     هاا   شود که از مشاکلا  آن هادایت حرارتای پاایین آن    الکترونیکی استفاده می

ین برای بهبود خصوصیا  حرارتی این سیالا ، ایده پراکنده کاردن ناانو ذرا  جاماد باا هادایت      محقق

سازی و گرمایشی در جهت رسیدن به عملکرد های خنکحرارتی بالاتر برای افزایش راندمان در سیستم

تار  آساان  حرارتی بالاتر مطرح شد. نانو ذرا  اکسید فلز به دلیل مقادیر بالای هدایت حرارتای و تولیاد  

تر و سبکی ذرا  اکسید از ذرا  متراکم فلز برای نسبت به نانو سیالا  فلزی و به دلیل حساسیت پایین

تر هستند. به وسیله تر و رایجبرای نانوسیالا  سوسپانسیونی مناسب 1جلوگیری از ایجاد اثرا  کلوخگی

تواناد باه   عملکرد انتقال حرار  آن می تعلی  ذرا  با اندازه نانو به مقدار خیلی بسیار کم در یک سیال،

سیال به جای سیالا  انتقال حرار  . به همین دلیل، استفاده از نانو]1[یور قابل توجهی بهبود پیدا کند 

بینای فرآیناد در   سازی و پیشسازی به منظور بهینههای مدلمعمول رو به افزایش است. بنابراین روش

های آزمایشگاهی بهبود عملکرد حرارتی اکثاراً از  کند. در بررسیمیترین زمان ممکن اهمیت پیدا کوتاه

 .]11و9[شود یری  کاهش در مقاومت حرارتی سنجیده می

هاای  پاییری، روش اخیراً، به دلیل بازدهی باالا و قابال اعتمااد باودن و هم ناین انعطااف      

ای مختلاف  ها اسات. بناابراین، روش   هاای آمااری معماول شاده    سازی جایگزین اکثر روش مدل

فاازی   -سازی مانند الگوریتم ژنتیک، شبکه عصبی، منط  فازی و سیستم  استنتاج عصابی   مدل

تطبیقی تعریف شدند. با توجه به دقت بالا در پاسخ و خاصیت تعمیم پییری در شرایط گونااگون،  

ANFIS فاده بینی نتایج فرآیندها با استترین ابزار جهت پیشو شبکه عصبی مصنوعییکی از عالی

 .]22[های آزمایشگاهی استاز داده

 
                                                           
 

1. Agglomeration  
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شاود، در حاالی کاه از    ساازی عملکارد فرآیناد مای    سازی کارآمد منجر به بهیناه یک فرآیند مدل

کند. هنگامی که یک سیستم برای تفسیر پی یاده  آزمایشا  اضافی و گران و اتلاف وقت جلوگیری می

دارای یک متغیر زماان ییرخطای باشاد،     ، یا فرآینداست و هم نین ایلاعا  جزئی در دسترس نیست

هاای علمای و مبتنای بار داناش، ممکان اسات        سازی تحلیلی با اساتفاده از روش نتایج حاصل از مدل

ای، فرضایا  سااده کنناده ممکان اسات دقات       هاای پی یاده  متقاعدکننده نباشند. برای چنین سیستم

هاا، امکاان دارد یاک مادل     ز فرآیناد های پیشنهاد شده را محدود کند. با این حال، بارای بعضای ا   مدل

. این ابهاما  موجب ایجاد تمایلا  قوی برای اساتفاده  ]22[آید دست  به تحلیلی با دقت رضایت بخش

هاای هوشامند مانناد    های تجربی با اساتفاده از سیساتم  سازی بر اساس استفاده مستقیم از دادهاز مدل

های . مدل]29[شود بیقی و منط  فازی میفازی تط -شبکه عصبی مصنوعی، سیستم استنتاج عصبی 

توان بارای مادل کاردن رواباط     بینی کننده ذکر شده نتایجی با همبستگی عالی فراهم کرده و می پیش

هاای  . تواناایی ایان روش  ]22[ییرخطی بر روی یک بازه وسای  از متغیرهاای ورودی اساتفاده شاوند     

ی و صنای  شیمیایی، محایط زیسات، منااب  انارژی     سازی قبلاً در اقتصاد، رباتیک، علم مواد، شیم مدل

ساازی اساتفاده   . اکثر معاادلاتی کاه در مطالعاا  مادل    ]1[جدید، صنعت نفت و ییره اثبا  شده است 

ی وسیعی از فرآیندها در شرایط مختلف به کار برد، زیرا آنها فقط برای توان برای گسترهشوند را نمی می

توان تحت بعضای از فرضایا  اساتفاده کارد.     ستند و از آنها مییک مجموعه معین از شرایط مناسب ه

بینای نتاایج   هایی که مستقیماً بر اساس داده هساتند و خاود را باه منظاور پایش     بنابراین اهمیت روش

سازی، شبکه عصبی مصنوعی یکی از های مدلدهند، مشهود است. در بین این روشفرآیندها بهبود می

هاای آزمایشاگاهی اسات. مطالعاا      بینی نتایج فرآیندها با استفاده از دادهترین ابزارها جهت پیشعالی

 . ]22[کنند می تأییدمشابه این واقعیت را 

ANFIS 12[های عصبی با قدر  بالا هستند نوعی از شبکه[ .ANFIS  دارای توانایی یادگیری و

شاوند  که باا ابهاام مواجاه مای    بینی بالایی هستند، که آن را به ابزاری کارآمد برای هر سیستمی پیش

های مهندسی مختلفی توسط محققین زیادی استفاده شده است. در سیستم ANFISتبدیل کرده است. 

 .]12[دهد را تشکیل می ANFISبخش اصلی  (FIS)سیستم استنتاج فازی 

عملکرد پروفایل دمایی یک جاوش آور ترموسایفون عماودی را در شارایط      ]3[حکیم و همکاران 

 ANNبه وسیله  بینی پیشبینی کردند که نتایج تی مختلف به وسیله شبکه عصبی مصنوعی پیشعملیا
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درصد به دست آمد.  9/1به نتایج آزمایشگاهی بسیار نزدیک بود و میانگین خطای نسبی مطل  کمتر از 

ربن عملکرد دمایی یک ترموسیفون دو فازی بسته با دو نانوسایال نانولولاه کا    ]21[شنبدی و همکاران 

(CNT)  نانولوله کربن  -و نقره(Ag-CNT) بینی به وسیله شبکه عصبی مصنوعی با دقت خوبی پیش

اتیال دی آماین انجاام دادناد و      -CNTو  CNTهمین آزمایش را با  ]28[کردند. شنبدی و همکاران 

هاای  ساازی کردناد کاه تطااب  بسایار خاوبی باا داده       مدل ANFISسپس نتایج آزمایش را به وسیله 

رفتاار   بینای  پایش بر روی کاربرد شبکه عصبی مصنوعی در  ]11[زمایشگاهی داشتند. جعفری و نوعی آ

 ها مطالعه کردند. ترمودینامیکی سیستم سدیم کلراید آبی حاوی ییر الکترولیت

بنابراین، با توجه به مطالب ذکر شده، در این تحقی  تصمیم گرفته شد عملکرد حرارتی نانوسایال  

Al2O3  کمک دو روش را بهANN  وANFIS  های استفاده شده برای ترین مدلکه مؤثرترین و دقی

سازی شود. به عبار  دیگر؛ در این مطالعه، سازی روابط ییرخطی و به شد  پی یده هستند، مدلشبیه

بینی پاسخ متغیر هدف )مقاومات حرارتای(   برای پیش ANFISو  ANNهای هدف اصلی حصول مدل

د حرارتی و مقایسه عملکردشان است. هم نین تحلیل نتایج آزمایشگاهی مساتخرج  در یول یک فرآین

منجر به آموزش یک شبکه بر اساس هوش مصنوعی  ANFISو ANN به وسیله  ]11[از مرج  معتبر 

 بینی نتایج آزمایش بدون انجام فیزیکی آن بهره برد.توان از آن در پیششود که میمی

 . تئوری2

 عصبی. تئوری شبکه 2-1

هاای  اند، یک سری الگاوریتم های بیولوژیکی ایجاد شدههای عصبی که به وسیله الهام از سیستمشبکه

شاوند.  اند که شامل اجزائی به اسم نرون هستند. آنها برای پردازش ایلاعا  به کار برده میکامپیوتری

ها اجازا  اصالی   . نرون]2[ند کامپیوترهایی با پردازشگرهای توزی  شده موازی هست -در واق ، آنها نرو 

هاای  هستند که به وسایله یاک مجموعاه از اتصاالا  کاه هار یاک دارای وزن       ها  های عصبیشبکه

اند. عملکرد یک شابکه باه شاد  باه مقاادیر وزن      ها متصل شدهاختصاص داده شده هستند، به شبکه

اند. یک شبکه عصبی امر ههای پنهان تقسیم بندی شدها در ورودی، خروجی و لایهوابسته است. نرون

شان و افزودن یاک بایااس باه نتاایج جما  و      سازی را از یری  دریافت ورودی، جم  آنها با وزنمدل
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های ورودی و تااب   دهد. خروجی نرون وابسته به نرونسپس فرستادن نتایج برای تاب  انتقال انجام می

 .]22و2[انتقالش است 

ترین آنهاا اسات. شابکه    یکی از رایج (MLP)رون چندلایه های عصبی، پرسپتدر بین انواع شبکه

MLP        دارای یک لایه ورودی، یک لایه خروجی و معماولاً یاک لایاه پنهاان اسات. تعاداد ورودی و

که در اکثر موارد گفتاه شاده، یاک     یور همان. ]1[های شبکه به نوع فرآیند بستگی دارد خروجی متغیر

شود. بنابراین، تعداد لایه پنهان در این مقالاه  بخشی میج رضایتشبکه با یک لایه پنهان منجر به نتای

 های لایه بعدی متصل شده است.یک در نظر گرفته شده است. هر نرون در یک لایه معمولاً به نرون

آموزش شبکه با اختصاص یک الگو به عناوان الگاوی ورودی انجاام میشاود، پاس از آن، نتاایج       

شاوند.  ی )آستانه گیاری( رسید باه سامت لایاه خروجای منتشار مای      سازای که به سطح فعالمحاسبه

کنناد. در  کنند و از یک تاب  برای محاسبه خروجی استفاده مای ها را جم  میواحدهای محاسبه، ورودی

آید. بهبود همگرایی شبکه به وسیله افزودن یک ترم میدست  به نهایت، خروجی شبکه در لایه خروجی

کاه  شاود. هنگاامی  های پنهان به مجماوع وزن انجاام مای   یاس ورودی و لایههای باثابت توسط واحد

شاود و ساپس   های پنهان تعیین میهای واحدشوند، خطاهای شبکه با مقادیر هدف مقایسه میخروجی

نشان داده شده  1. این روند در شکل ]12[شود هایشان برای به حداقل رساندن خطا تغییر داده میوزن

لی، میتوان ادعا کرد که کاهش خطای کلی ناشی از تنظیم وزن و بایاس باا اساتفاده از   است. به یور ک

 .گیردالگوریتم آموزش صور  می

 

 
 و تنظیم وزن و بایاس ANNنمایی از مدل  .1شکل 

 
 :بیان شود( 2) و( 1)تواند با استفاده از معادلا  ریاضی  می kنورون 
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(1)    ∑     

 

   

 

(2)     (     ) 

 

   کننده خطی خروجی ناشای از سایگنال ورودی،   ترکیب   وزن نرون،     سیگنال ورودی،    که 

 سیگنال خروجی نرون است.   سازی و تاب  فعال  بایاس مربویه، 

 فازی تطبیقی  -. سیستم استنتاج عصبی 2-2

کناد، دساتیابی باه یاک     اساس هاوش مصانوعی کاار مای    افزار کامپیوتری که بر هدف اصلی یک نرم

کنناد. واژه ویاژه بار    خروجی است که فرآیندهای ویژه را تعریاف مای   -مجموعه از روابط بین ورودی 

، یاادگیری انطبااقی و   سازی ریاضای آنهاا مشاکلاتی نظیار ییرخطای     فرآیندهایی دلالت دارد که مدل

 .]21[فرآیندهای زمان واقعی دارند 

باه   ANFISسازی فازی ترکیب شده و سیستم های عصبی با مدلوانایی یادگیری شبکهدر واق  ت

باه عباار     .]19[های تطبیقای هساتند   وجود آمده است، که در واق  یک استنتاج فازی در قالب شبکه

مناساب شابکه عصابی    هاای   فازی است کاه از ویژگای   -یک سیستم ترکیبی عصبی  ANFISدیگر، 

  فازی استفاده کرده و هم نین خصوصیا  نامناسب آنها تصحیح شده است های منطمصنوعی و مدل

بارای تعیاین شاکل قاانون      ANNدارای یک ساختار منط  فاازی اسات و از    ANFIS. ]21و  1، 2[

ترکیبای از محاسابا     ANFISتوان گفت کاه  .  می]18[کند استفاده می 2و تواب  عضویت  1استخراج

 .]2و 1[ایی استدلال بالای یک سیستم منط  فازی است به همراه توان ANNسطح پایین 

، فضای ورودی باه تعاداد زیاادی مناای      ANFISخطی بر اساس های ییر سازی سیستمدرمدل

شود. یک منطقه ساده برای هر یک بر اساس توابا  خطای یاا ضارای بقابال تنظایم       محلی تقسیم می

چندین منطقاه   .کندابعاد هر ورودی استفاده میبرای تقسیم ها  MFاز  ANFISیافته، پس از آن  توسعه

دارای اشاترا   هاای   MFتواند به یور همزمان فعال شود، در حالی که فضای ورودی توسط محلی می

 
                                                           
 

1. rule extraction 

2. MFs 
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باازی   ANFISنقش مهمی در توانایی تخمین مادل   ANFISهای و لایهها  MFشود. پوشش داده می

 .]2[کنند می

ANFIS  گیاری اسات.   مقدمه است و بخش دوم بخاش نتیجاه  شامل دو بخش است. بخش اول

 قوانین فازی مربوط به این دو بخش است. 

 آنگاه به شکل معادله زیر است: -برای یک مدل فازی سوگنو درجه اول، یک قانون  فازی رایج اگر 

                  و .....؛ آنگاه     باشد    و    باشد    اگر  :1قانون 

                  و .....؛ آنگاه     باشد    و    باشد    اگر  :2قانون 

هاای  متغیار    و    ،    های فاازی و خروجای سیساتم هساتند.     به ترتیب مجموعه   و    ،    که 

 .(13) شوندیراحی هستند که در یول آموزش تعیین می

بینای متغیار هادف در    شود، که ساختارش جهت پایش در پنج لایه انجام می ANFISسازی مدل

 نشان داده شده است. 2شکل 

 های قابل تطبی  با معادله زیر هستند:های لایه اول، گرهگره

(9)    ( )   
 (
    

  
)
 

 

اناد و  سیله یک الگوریتم ترکیبی انطباق داده شدهای هستند که به وهای فرض شدهپارامتر σو    که 

گیاری کمای داده ورودی هار    متغیر ورودی است. در لایه دوم، قدر  شلیک هر قاعده توسط انادازه   

 های ورودی است:شود. خروجی یک لایه حاصل جبری سیگنالقاعده تعیین می

(1)     ( )        (  )       (  ) 

ام قدر  شلیک قاعده )انتشار( iشود، که توسط محاسبه نسبت سازی در لایه سوم انجام مینرمال

 شود:شود که هر گره به وسیله معادله زیر محاسبه میبه مجموع همه نتایج قدر  شلیک انجام می

(2)     ( )   ̅  
  

(       )
 

 

 شود:حاسبه میخروجی هر گره در لایه چهارم به شکل زیر م

(2)      ∑ ̅    
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شود. محاسبه ارتفااع نوساان در   های ورودی در لایه پنجم حاصل میخروجی کل از جم  همه سیگنال

 :]11[شود لایه پنج با استفاده از معادله زیر انجام می

(1)      
∑     
 
   

∑   
 
   

 

 

هاای فرضای تااب     پاارامتر  Oiو  Ci .و چهاارم انطبااقی هساتند    اولهاای   واضح است کاه لایاه  

که گفته شد، لایه پانجم خروجای کال را باه      یور همانهستند.  (1فازی ورودی در لایه)های  عضویت

 دهد. های ورودی میشکل جم  همه سیگنال

 ها .  روش3

باا نساخه    Matlab افازار باا اساتفاده از نارم    ANFISو  ANNساازی  در این مقاله از دو روش مادل 

R2015b  11[هاای آزمایشاگاهی یکای از مقاالا  معتبار      ساازی از داده استفاده شده که برای مادل[ 

از  (oscillating heat pipe (OHP))استفاده شده که در آن عملکرد حرارتی یک لوله حرارتی نوسانی 

ده بود، بررسی شده باود؛  در آو پراکنده ش Al2O3جنس استیل و آو به عنوان سیال پایه و نانو ذرا  

از تاه نشاینی    OHPدلیل استفاده از لوله حرارتی نوسانی این است که با توجه به نوسان موجاود درون  

شود که یک مزیت نسابت باه   ذرا  نانو جلوگیری کرده و موجب باقی ماندن ذرا  به حالت تعلی  می

، کسر جرمی ذرا  آلومینا و (FR)شدن  باشد. در آزمایش، اثرا  نسبت پرمی 1های حرارتی معمولیلوله

، که معیارهاایی بارای بررسای عملکارد حرارتای      OHPقدر  ورودی را بر روی  مقاومت حرارتی کل 

، 2/8، 9/8، 1/8این آزمایش از نانوسیال با پنج کسر جرمی متفاو  که شامل  هستند، بررسی کردند. در

% انجاام شاد، کاه در    18% و 28%، 28پر شادن   بودند، استفاده شد و آزمایش در سه نسبت 2/1و  3/8

نمونه بوده که هر نمونه  شامل یک کسر وزنی، یک قدر  ورودی و یک نسبت پر شادن   131مجموع 

های ورودی و یک عدد به عنوان مقاومت حرارتی کل به عنوان پارامتر خروجی است، که به عنوان داده

% ماابقی  12% بارای اعتبارسانجی و   12زش شابکه،  ها برای آمو% نمونه18نمونه  131از مجموع این 

 
                                                           
 

1. Traditional 
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و  ANNبندی برای هر دو روش برای تست نهایی اختصاص داده شد، لازم به ذکر است که این تقسیم

ANFIS ها به یور تصادفی انجام شد.به یور مشابه انجام گرفت و انتخاو نمونه 

 . نتایج مدلسازی0

 ANN. نتایج مدلسازی توسط 0-1

 (LM) 1ماارکوار   -در این مطالعه استفاده شده، که به وسیله الگوریتم لاونبر    MLPشبکه عصبی 

های پنهان سیگموید در نظر گرفته شد که در مقایساه باا تااب     آموزش داده شده است. تاب  انتقال لایه

باشاد. الگاوریتم   مای  purelinی خروجای خطای   انتقال خطی خطای کمتری داشت و تاب  انتقال لایه

 های لایاه پنهاان  ترین میزان خطا را فراهم کرده است؛ در نتیجه، تعداد بهینه نرونحاضر پایینآموزش 

آمد. پارامترهای عملیاتی شامل نسبت پر شدن، قدر  ورودی دستگاه و کسر وزنی ناانو سایال   دست  به

ی هام مقاومات   باشاد. پاارامتر خروجا   ها در لایه ورودی برابر با سه مای بنابراین؛ تعداد نرون .باشندمی

ها در لایاه خروجای   دهد؛ درنتیجه تعداد نرونحرارتی در نظر گرفته شد، که لایه خروجی را تشکیل می

لایه های  لایه پنهان به وسیله آموزش چندین شبکه با تعداد مختلف نرونهای  شود. تعداد نرونیک می

برای انتخاو تعداد مناسب  .ست آمدها برای خروجی مورد نظر به دبینیپنهان و مقایسه بین نتایج پیش

ها در لایه های لایه پنهان با توجه به اینکه یک روش جام  و دقی  جهت تعیین تعداد بهینه نورننورن

 21آید، کاه بهتارین عملکارد در عادد    میدست  به پنهان وجود ندارد و معمولا با استفاده از سعی و خطا

باین خروجای    2ها به وسیله محاسبه میانگین مرب  خطانرون آمد. میزان کافی برای تعداد بهینهدست  به

 شود. شبکه و داده آموزش تعیین می

 

 
                                                           
 

1. Levenberg-Marquardt 
2. MSE 
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 بینی مقاومت حرارتیبرای پیش ANNساختار مدل   .2شکل 

 

، قادر  ورودی   Al2O3که قبلاً گفته شاد متغیرهاای ورودی کسار جرمای نانوسایال       یور همان

در ایان   ANNباشاد. سااختار   روجی مقاومات حرارتای مای   است و پارامتر خ 1دستگاه و نسبت پر شدن

شود شبکه از سه لایه تشکیل شده کاه  که مشاهده می یور هماننشان داده شده،  (2)مطالعه در شکل 

شود که متناظر با ساه  شامل لایه ورودی، پنهان و خروجی است. در لایه ورودی سه نرون مشاهده می

ها به لایه پنهان که در این مقاله برابر یک ابتدا مستقیماً از نرون پارامتر ورودی است. مقادیر ورودی در

ها به وسیله شود، که در آنجا پردازش اصلی بر روی دادهها فرستاده میدر نظر گرفته شد به همراه وزن

گیرد. هم ناین، مقاادیر اولیاه اختصااص داده شاده باه       دار انجام میهای وزنمحاسبه مجموع ورودی

های آزمایش )واقعی( و نتایج خروجی از مدل بهباود  یول روند آموزش از یری  مقایسه داده ها در وزن

 شود.نتایج انجام می 2سازی مقادیر خطا از یری  پس انتشاریابند. کوچکمی

ها بارای آماوزش و ماابقی    % از دادهANN ،18بینی مقاومت حرارتی با استفاده از مدل برای پیش

هایی که از نمونه ANNست مورد استفاده قرار گرفت. برای سنجش توانایی مدل برای اعتبارسنجی و ت

 
                                                           
 

1. Filling ratios (FR) 

2. Back propagation 
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 ANNدر حین فرآیند آموزش مورد استفاده قرار نگرفته بود استفاده شد که مقاومت حرارتی توسط مدل 

بینای شاده   مقایسه بین مقادیر پایش  (9)تخمین زده شد و سپس با مقادیر واقعی مقایسه شد. در شکل 

ها نشان داده شاده  رارتی  و مقادیر واقعی برای نمونه آموزش، اعتبارسنجی، تست و همه دادهمقاومت ح

آماده کاه مباین آن اسات کاه      دست  به 331/8بیش از  Rکه در شکل مشاهده مقدار  یور هماناست. 

 های شبکه رضایت بخش بوده است.آمده به وسیله مدل خیلی خوو هستند و پاسخدست  به مقادیر

 
 بینیهای پیشهای آموزش، اعتبارسنجی، تست و همه دادهنمودار رگرسیون داده .3شکل 
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هاای واقعای مقاومات حرارتای اسات، کاه       در برابر داده ANNهای  بینیدهنده پیشنشان (1)شکل 

Rها و  مقادیر هدف بین خروجی 1ضریب همبستگی
2
آمد که نشان دهنده تطاب  خوو دست  به 0.9963=

 کند. می تأییدبینی توسط این مدل را ینی شده با مقادیر واقعی است و دقت در پیشبهای بیشداده

 

 
 ANNشده توسط  بینی پیشهای های واقعی )هدف( و دادهمقایسه داده .4شکل 

 

هاای تسات   های مختلفی تست شد که در میان الگاوریتم برای تعیین الگوریتم یادگیری، الگوریتم

 Scaled Conjugate Gradient (SCG)هاای  بهتری نسبت به الگوریتم عملکرد  LM شده، الگوریتم

 Gradient descent withو  Variable Learning Rate Gradient Descent (GDX)و 

adaptive learning rate backpropagation (GDA) وGradient Descent with Momentum 

(GDM)  وGradient Descent (GD) تار  بررسی میزان پایین داشت که معیار اینMSE   و منحنای

انتخاو  Al2O3سازی عملکرد حرارتی برای مدل LMبالاتر بود؛ بنابراین الگوریتم  Rرگرسیون با مقدار 

نشان دهنده روند خطای شبکه در آموزش، اعتبارسنجی و تست به عنوان تاابعی از تعاداد    2شد. شکل 

هاای تسات کمتارین اسات، شابکه دارای      ه دادههای یادگیری است. هنگامی که خطای مجموعا دوره

تکارار تقریبااً    11بعاد از   MSEشاود و  همگرایی است. زمانی که شبکه همگرا شد آموزش متوقف می

 تکرار آموزش دید. 11ثابت شد. در این مقاله شبکه بعد از 

 
                                                           
 

1. R2 
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 ANN برای آموزش، اعتبارسنجی و تست در شبکه   MSE مقدرار خطای  .5شکل 

 

 ANFISیج مدل سازی توسط . نتا0-2

از نااوع ماادل فااازی سااوگنو درجااه اول و هم نااین ساااختار  ANFISدر ایاان مطالعااه، سیسااتم 

و  2استفاده شده است. الگوریتم هیبریدی که ترکیبی از الگوریتم پس انتشار 1کلاسترینگ کاهشی

روش  در نظر گرفته شد، که در مقایساه باا   ANFISاست برای آموزش  9روش حداقل مرب  خطا

اسات. هم ناین،    212/8 برابار  1کند. ضمناً آستانه همگراییپس انتشار، خطای کمتری تولید می

بینی جهت پیش ANFISتواب  عضویت گوسی در این کار مورد استفاده قرار گرفت. ساختار مدل 

 نشان داده شده است. 2متغیر هدف در شکل 

 
                                                           
 

1. Subtractive clustering 

2. Backpropagation g radient descent 

3. Least-squares method 

4. coverage threshold 
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 ورودی ساختار یک مدل فازی سوگنو در جه اول با سه .6شکل

 

آورد. دسات   باه  بینی شده یک رابطاه های آزمایش و مقادیر پیشبین داده ANFISبنابراین، مدل 

هاای آزمایشاگاهی دارناد. هم ناین باا      گیریتطاب  خوبی با اندازه ANFISشود که نتایج مشاهده می

Rضریب همبستگی  (1)توجه به شکل 
2
یر بخاش باین مقااد   دهنده یک مطابقت رضایتنشان 0.995=

 های آزمایش است.بینی شده و دادهپیش

 
 ANFISبینی شده توسط های پیشهای واقعی )هدف( و دادهمقایسه داده .7شکل
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های آزماایش  و داده ANFISو  ANNهای سازی مدلمقایسه نموداری بین نتایج شبیه (1)شکل 

سه نمودار به تفکیک نشان داده اساس نسبت پر شدن در دهد که نتایج برهای واقعی( را نشان می)داده

کاه   یاور  هماان ها، برای دیدن بهتر نتایج این کار انجام گرفته است. شده که با توجه به تعداد زیاد داده

 دهند.های واقعی از خود نشان میشود، نتایج مطابقت بسیار خوبی بین نتایج مدل و دادهملاحظه می
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  ANFISو  ANNبینی توسط های پیشدههای آزمایش و دامقایسه داده .8شکل 

 c 75%)%   و 55 %(b) 65 (a)برای مقاومت حرارتی در نسب پر شدن 

 

Rکه در آن مقادیر  (1)تواند توسط جدول می ANFISو  ANNهای نتایج مدل
،  SSEو  SDو  2

RMSE زیار   های دیگر مقایسه کرد. این پارامترهاای آمااری از یریا  معاادلا     گزارش شده، با مدل

 شوند:محاسبه می
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 ANFISو  ANNهای های آماری مدلپارامتر .1جدول

 R
2
 SD SSE RMSE 

ANN 332/8  811/8  811/8  883/8  

ANFI

S 
332/8  821/8  822/8  811/8  

 مأخذ: نتایج تحقیق                        

 

نشان داده  ANFISو  ANNهای بینی شده توسط مدلمیزان انحراف مقادیر پیش (3)در شکل 

هر دو مدل عملکرد  1های گفته شده در جدول شود و با توجه به آمارمشاهده می که یور همانشده که 

( 891/8تا  -811/8به ترتیب ) ANFISو  ANNخوو و نزدیکی نسبت به هم دارند. میزان انحراف 

 (3)کمی بیشتر است. جدول بالا و هم نین شکل  ANFIS( است. که انحراف 822/8تا  -823/8و )

بینی مقاومت حرارتی بهتر بوده ولی با این حال عملکرد هر در پیش ANNلکرد دهد که عمنشان می

 دو مدل بسیار به هم نزدیک بوده و هر دو نتایج بسیار خوو و قابل قبول ارائه دادند.

 
 نسبت به مقادیر واقعی )هدف( ANFISو  ANNبینی شده توسط میزان انحراف مقادیر پیش .9 شکل

 

 . نتیجه گیری 6
تحقیقا  نشان داده که استفاده از . پیدا کرده استای  زه تحقیقا  در زمینه نانوسیالا  ابعاد گستردهامرو

شود که ضرایب انتقال حرار  و جرم افازایش یاباد. افازایش ضارایب      می نانوذرا  در سیال پایه باعث
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 سااخت آنهاا  انتقال حرار  و جرم سبب افزایش راندمان، کاهش انادازه تجهیازا  و هم ناین هزیناه     

در ایان مقالاه عملکارد حرارتای     توان را بهینه سازی نمود. می در نتیجه میزان مصرف انرژی را شود می

بخش سازی شد. که نتیجه حاصله بسیار دقی  و رضایتمدل ANFISو  ANNنانوسیال آلومینا توسط 

دیگار نانوسایالا    سازی فرآیندهای حرارتای و  توانند در مدلمی ANFISو  ANNبود و نشان داد که 

ساازی نشاان داد   ای از خود نشان دهند. نتایج مادل العادهمورد استفاده قرار بگیرند و عملکرد بسیار فوق

تاری در مقایساه باا    تار و قابال ایمیناان   نتاایج دقیا    ANNهر دو مدل عملکرد نزدیکی داشتند ولی 

ANFIS ک به یک بود و ضریب همبساتگی  کند. نتایج مقایسه مقادیر واقعی و مدل هم نزدیفراهم می

 آمد. دست  به 33/8برای هر دو بیش از 
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