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 چکیده 

  ق یتحق  نیرو به کاهش است، در ا  یمنابع انرژ  نکهیو ا  تیجمع  شی باتوجه به افزا

مطالع ا  یخانگ  یمصرف  ی انرژه  به  از  هدف  است.  شده  پژوهش    ن یپرداخته 

از   ینیبشیپ  نیا  ی. براباشدی م  یخانگ یمصرف  یبر انرژ  مؤثرعوامل    ینیبش یپ

استفاده   ی تصادفو  جنگل  ه یهمسا نی ترنزدیک  – M5Rules   ،Kتمیالگور 3

  تم یپژوهش از الگور نی. در اباشدی موجود م wekaشده است که در نرم افزار  

استفاده شده است.    زیعوامل ن  نیانتخاب بهتر  یبرا  ها ویژگی  یهمبستگ  یابیارز

انرژ  مؤثرعوامل    نیمهمتر  تمیالگور  نیا م  یمصرف  یبر  را   تأثیر  زان یو  آنها 

 ل یها و وساکه چراغ   دهدینشان م  یبررس  نیحاصل از ا  جی. نتاکندی مشخص م

درجه حرارت و دما در خارج از    من،یدرجه حرارت و دما در اتاق نش   ،ییروشنا

سرعت    ورس،یچ  یهواشناس  ستگاهیساختمان، درجه حرارت و دما در خارج از ا

 ی یزخانه و درجه حرارت و دما در محل لباسشوباد، رطوبت در منطقه آشپ  دنیوز

  ی ها تمیالگور  نیاز ب  نیدارد. همچن  یخانگ   یرا در مصرف انرژ  تأثیر  نیشتریب

 .دهدی م دستبه را  جهینت نیبهتر یآزموده شده،  جنگل تصادف
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 مقدمه. 1

، آوری دادگانجمع  بخصوص درآنها    گستردگی استفاده ازو    پیوتریهای کامدر سیستمهای اخیر  پیشرفت

ها دادهبه اطلاعات نهفته در این    شده است که درپی آن، نیاز  ای بسیار بزرگیداده  منجر به پیدایش منابع 

در    اًهای دائمحجم بالای داده.  قابل دستیابی نیستسنتی  های  به کمک روش  به وضوحمطرح گشته که  

ای ها، تصاویر ماهوارهها، عکس ها، نقشه های متنی، اعداد، گرافیک حال رشد و نیز تنوع آنها به شکل داده

 . [4]ها به اطلاعات استهای گرفته شده با اشعه ایکس نمایانگر پیچیدگی کار تبدیل دادهو عکس 

از  جدید    استخراج اطلاعات  هایی جهتبر الگوریتم  تأکیدبا    کاوی دادهدر پاسخ به این نیاز، بحث  

ابزارها  یریگبهره  ابمنظم و متوالی و    صورتبهاین فرآیند  ها مطرح گشت.  داده   ل یو تحل  هیتجز  یاز 

کشف    دنبالبه  ،  [28]  1ی ماشینر یگادی  یها و روش  یاضی ر  یهاتمیالگور  ،یآمار  یها مدلمانند    هاداده

های سنتی تجزیه و  کاوی بر خلاف روش داده   .انددهکه تاکنون ناشناخته بو  است  یالگوها و روابط معتبر

به  ها، کشف محور استتحلیل داده  یهاشبکه   ابزارهایی مانند  قیاز طر  را  یاتجربهصورت خودکار  و 

بخشد. کسب کرده و و بدون نیاز به دخالت انسان آن را بهبود می  3ی ریگمیتصم  یهادرخت  ای  2یعصب

و   تحلیل سنتی  و  تجزیه  نشان  دهدامقایسه  دادهمیکاوی  امروزه  بزرگی  کاوی  دهد  بررسی و سهم  در 

 ها دارد.از داده گرفتن نتایج جدید

روشداده شامل  میکاوی  که  است  دادههایی  از  یا  تواند  متنی،  کمی،  برای رسانهچندهای  ای 

 استحصال موارد زیر مورد استفاده قرار گیرد:

 رد.جود یک آیتم دلالت بر وجود آیتم دیگر داهایی که در آن وقوانین وابستگی: الگو -

کشف    های از قبل تعریف شده به وسیلهها به یک مجموعه کوچک از کلاسبندی: انتساب الگوکلاس  -

 ها. ویژگی بعضی روابط بین

 های مشابهی دارند. هایی که ویژگیبندی مشتریان یا مجموعه الگوندی: گروه خوشه -

 
 

 

1. Machine Learning Methods 

2. Neural Networks 
3. Decision Trees 
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 درباره آینده.گویی منطقی برای پیش هاگویی: کشف الگوپیش -

 شود. هایی که در آن یک رخداد منجر به وقوع رخداد دیگر میهای ترتیبی: الگوتحلیل مسیر یا الگو -

نیس داده جدید  تکنولوژی  یک  بهکاوی  آن  کاربرد  ولی  بخشت  در  معناداری  مختلف طور  های 

کاوی  فروشی از دادهانک، بیمه، پزشکی و خرده رشد بوده و عموما صنایعی چون ببهخصوصی و عمومی رو 

 .[4] کنندفاده میها، افزایش تحقیقات و افزایش فروش است به هدف کاهش هزینه

نظران بوده است میزان مصرف انرژی ریزان و صاحببرنامه   تأکید یکی از مسائلی که همواره مورد  

های زندگی رو  انرژی در تمام جنبه هایی جهت کاهش مصرف آن است. چراکه امروزه مصرف  و توصیه 

انرژی محدود هستند. مصرف بی افزایش است در حالی که منابع  انربه  ژی سبب صدمه زدن به  رویه 

شود. از سوی دیگر، استفاده فتادن زندگی آینده بشر میمحیط زیست، هدر دادن سرمایه ملی و به خطر ا

خسار انرژی  از  جبران انادرست  بودجت  بر  میه  الانسه  ناپذیری  تحمیل  لزوم  کشور  واقعیات،  این  کند. 

 سازد.نگری به انرژی را به روشنی نمایان میریزی منطقی و دیدگاه همه جانبهبرنامه 

م باید  که  انرژی،  مصرف  موارد  از  توصیه یکی  با  و  گیرد  قرار  توجه  آن  ورد  برای  مناسب  های 

میلیونی کشور ایران    80  حدود  ه به جمعیتتوجسازی شود، میزان مصرف انرژی خانگی است. با فرهنگ

برقی خانگی به طور گسترده، لازم است نسبت به    از وسایل  ها و استفادهو گسترش روز افزون خانواده 

 نظر جدی صورت گیرد.  سازی مصرف انرژی تجدیدبهینه

آن، از  باشد که برای نیل به  بر انرژی مصرفی خانگی می   مؤثربینی عوامل  هدف این پژوهش پیش 

بر انرژی مصرفی خانگی استفاده    مؤثربینی عوامل محیطی  یشهای داده کاوی برای پها و الگوریتمروش

  و  1ین همسایهترنزدیک  –M5Rules   K,های مورد استفاده در این تحقیق، شامل  شده است. روش 

 . باشندمی 2جنگل تصادفی

خواهد شد. سپس در  رتبط با انرژی بررسی  های مبرخی از پژوهش  (2)در ادامه این مقاله، در بخش  

گیری عنوان  کار انجام شده تشریح خواهد شد و در بخش آخر نیز نتایج گزارش شده و نتیجه   3بخش  

 خواهد شد. 

 
 

 

1. K- Nearest Neighbors 
2. Random Forest (RF) 
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 . مرور ادبیات 2

ی در باشد. انرژی مصرف امروز با آن مواجه است، کاهش منابع انرژی می ه  ترین مسائلی که جامع از مهم 

، 18،  19،  23،  5د ] باش احث مهم در این زمینه است که موضوع مطالعات متعددی می از مبیکی    ها ساختمان 

ه  به چرخ   ها ی انرژ   ن ی بازگشت ا طولانی بودن زمان  و    ی مصرفی انرژ   ی بالای هانه ی هز   با توجه به [.  8،  11

عنوان نمونه،  ه  ب   [. 2]   مورد توجه قرار گرفته است   ار یبس   ها ساختمان   ی مصرف انرژ   ی ساز نه ی به امروزه    ، ی زندگ 

در یک مطالعه در بریتانیا مشخص شد لوازم خانگی مانند تلویزیون و لوازم الکترونیکی مصرفی که در حالت 

 [. 14]   شوند می   % 10/ 2هستند، منجر به افزایش مصرف انرژی برق به میزان    1کاربه آماده 

از  مدل استفاده  برای  رگرسیون  میهای  بین  انرژی  روابط  درک  به  و  متغیرتوانند  مختلف  های 

 هاساختمانبینی مصرف انرژی الکتریکی در  های پیشآنها کمک کنند. بنابراین، مدل  تأثیر گیری  اندازه

برنامهمی از  تعدادی  برای  اندازهتوانند  تعیین  برای  جمله  از  باشند؛  مفید  کاربردی  مناسب های  گیری 

طبیعی  برای تشخیص الگوهای غیر   [، 26]  هانرژی برای کاهش جریان برق به گره  رو ذخی  2فتوولتائیک 

انرژی عنوان    [،24]  مصرف  باربه  کنترل  برای  انرژی  مدیریت  سیستم  از  برای  ،  [7،  10،  27]  بخشی 

، 21]  4سمت تقاضاو پاسخ    3، برای مدیریت سمت تقاضا [9]  بینی کنترل بارهاهای پیشسازی برنامهمدل

چند   در ادامه  .[17،  22،  23]  عملکرد ساخت و ساز  لیتحلو    هیتجز  یبرا  یورود  کیو به عنوان    [11،  13

 ساختمان مورد بررسی قرارگرفته است.  مصرفی بینی انرژیپیشه مقاله در حوز

مطالعه  خانگی را مورد  بینی انرژی لوازم  های پیشمجموعه داده   2017در سال    [ 20]  لوئیس و همکاران

   ی زیر استفاده شده است:که در این مطالعه از چهار مدل آمار قرار دادند

 5چندگانه  . رگرسیون خطی1

 6. ماشین بردار پشتیبان با هسته رادیال2

 . جنگل تصادفی3

 
 

 

1. Standby mode 

2. Photovoltaics 
3. Demand side management 
4. Demand side response 
5. Multiple linear regression (LM) 
6. Support vector machine with radial kernel (SVM radial) 
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 1تقویت گرادیان  های. ماشین4

  یت گرادیان تقو هایدهد که ماشیننشان می نتایج حاصل از این پژوهش به کمک چهار مدل فوق 

واریانس در     %57واریانس در مجموعه آموزش و    % 97  منجر به است. این مدل  بهترین کارایی را داشته  

 ها است. مایش شده است. این مقادیر بیانگر دقت بالای این مدل نسبت به سایر روش وعه آزممج

سازی معکوس است  ، مدل ها ساختمان بینی میزان مصرف انرژی  های رایج برای پیش یکی از تکنیک 

گیرد. البته ان بر دقت مدل مورد استفاده قرار می ان یک ساختمرفتار ساکن  تأثیر که اغلب به منظور شناسایی  

های محدودی در این زمینه در اختیار است امکان ارائه راهنمایی و پیشنهادات در جا که مجموعه داده از آن 

های مصرف انرژی و تعیین لعاتی، یافتن علل ناهنجاری در داده این زمینه زیاد نیست. هدف اصلی چنین مطا

 باشد. ی خواهد داشت یا خیر، می تأثیرها بر عملکرد مدل  آیا حذف علل ناهنجاری   اینکه 

یک مجموعه داده که  بر روی    [12]  توسط ستین و همکاران   2018سال  ای در  در این راستا مطالعه 

. در این پژوهش  صورت گرفت  آوری شده بود لات متحده جمع ساختمان مجتمع مسکونی در ایا  128از  

نشان داد  مطالعه  نتایج این  از سه روش استفاده شد.  آنها    تأثیری عوامل ناهنجاری و کشف  برای شناسای

  آوری شده، دلایلهای جمعز دادهها خارج از محدوده بودند. با استفاده ااز خانه   % 19  های حدوددادهکه  

هایی که در  از خانه   % 20در    همچنین  . ه استنورپردازی و الکترونیک بود عمدتاًها  ر دادهد  این ناهنجاری

  ناهنجاری، عملکرد مدل   این عواملنظر کردن از  ها قرار داشتند با صرفمعرض حذف از مجموعه داده

 .یافتبهبود 

ی تازه ساخته هاساختمانوساز در کشور دانمارک،  گیرانه ساختکه طبق مقررات سخت با توجه به این 

با هدف بررسی میزان   2018در سال  [ 15] ارانپژوهشی توسط فوتیناکی و همکمصرف هستند، شده کم

در  انعطاف  انرژی  دانمارک  ی کمهاساختمانپذیری  در  شد. مصرف  باعث    انجام  انرژی  پذیری  انعطاف 

های شبکه انرژی، تقاضای ساکنان خود شود یک ساختمان بتواند با توجه شرایط آب و هوا و توانایی می

آسایش حرارتی از  بدون کاستن  نقش  اپآنها    را  مصرف در  ی کمهاساختمانسخ دهد. جهت شناسایی 

د بررسی قرار گرفت. در این مطالعه دو  های ساختمانی مورسازی ذاتی جرم سیستم انرژی، ظرفیت ذخیره

مورد بررسی قرار گرفت. هدف، کمی سازی میزان    «بلوک آپارتمان» و    «خانه تک خانواده»نوع ساختمان  

 
 

 

1. Gradient boosting machines (GBM) 
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که آسایش حرارتی تواند به ساختمان اضافه یا کم شود بدون آن زمانی میای است که در هر بازه  انرژی

این مسئلان آن به خطر بیفتد.  ساکن ی طراحی ساختمان، شرایط مرزی و سناریوهای هاویژگیه  برای 

نشان داد  مختلف از جمله شروع زمان و مدت زمان این پژوهش مورد مطالعه و بحث قرار گرفت. نتایج  

توانند برای چندین ساعت استقلال خود را حفظ  میهستند و    مقاوم  بسیارمصرف  کم  یهاساختمانکه  

انعطاف  .کنند انرهمچنین  برای  پذیری  به  هاساختمانژی  نسبت  متراکم  بیشتر  هاساختمانی  تکی  ی 

شرایط مرزی )درجه حرارت محیط،  به    انرژی  پذیریاین تجزیه و تحلیل وابستگی بالقوه انعطاف   باشد.می

 کند.می تأکید کاریدهد و بر اهمیت عایقنشان می ش خورشیدی، دستاوردهای داخلی( را تاب

در    تیبر مدل است که به طور گسترده و با موفق  یروش مبتن  کی(  MPC)  1دلم  بینپیش  کنترل

س  یهاسال عملکرد  بهبود  منظور  به  شناسا  یهاستمیگذشته  است.  شده  استفاده  مدل    کی  ییکنترل 

کل  کیساختمان،    کی  یبرا  دهکننینیبشیپ برا  یدیعامل  که  مانند   دهیچیپ  یهاستمیس  یاست 

. شودیمه این مدل  گسترد  رشیاند، مانع پذمواجه   یزمانمحدودیت  و    نهیکه با مشکلات هز  ییهاساختمان

ا  یبرا بر  همکارانشاسمار   مشکل  نیغلبه  پ   یبرا   دیجده  دیا  کی،  [25]  و  براساس    ینیبشیکنترل 

  ن یآنها ا.  اندی ارائه کردهتصادف  یهاو جنگل   ون یرگرس  یهامانند درخت  نیماش  یریادگی  یهاتمیالگور

مختلف استفاده   یمورده  سه مطالع  یو از آن برا  دندینام(  DPC)  2محور بین دادهکنترل پیشرا    کردیرو

  محور دادهبین  کنترل پیش ییو کارا  یریپذ  اسینشان دادن عملکرد، مق  یسه مطالعه  برا  نیکردند. ا

 . انجام شد

در    3دوقطبی مدل ساختمان    ک ی را با استفاده از    MPCکننده  کنترل   ار ی مع   ، ی مورد ه  مطالع   ن ی در اول   آنها 

شده بود، اعمال کردند    ی ساز ه ی شب   دوقطبی مدل    ن ی که از ا   ی ا داده ه  مجموع   ک ی را به    DPCنظر گرفتند. سپس  

  ی ا سه ی عملکرد قابل مقا   تواند ی م   DPCداد که    ن آنها نشا   ج ی ا کردند. نت   جاد ی ها ا کننده براساس داده کنترل   ک ی و  

 . نشان دهد   است،   کاملا شناخته شده   ی اض ی مدل ر   ک ی   صورت به که    MPCرا نسبت به  

د  ، اعمال کردنبود  طبقه  6  ساختمان  22  یمدل که دارا  کیرا به  DPC   ،یمورده  مطالع  نیدر دوم

 مسئلهگیرد را نداشت و توانست  د مدل نشات می که مشکلات اقتصادی و عملیاتی که از پیچیدگی شدی

 
 

 

1. Model Predictive Control (MPC) 

2. Data-driven model Predictive Control (DPC) 

3. Bilinear building model 
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 یریپذاس یمدل نشان داد که مق  ن یآمده از ا  دستبه   جینتا  پاسخگویی تقاضا )پاسخگویی بار( را حل کند.

 .کندمیفراهم  %3متوسط  یتوان مطلوب را با خطا DPC ییو کارا

خارج از شبکه در شهر ه  خان  کیاز  که    یواقع  یهاداده  یبر رو  DPC  ،یمورده  مطالع  نیسوم  در

بود  شد  یآورجمع  ایتالیا   1ی لایلاکو آزما  یسازادهیپه  انرژشد  شیو  آنها کل مقدار  را    شده  رهیذخ  ی. 

به کنترل ا  سهیمقا  2بنگ کلاسیک-بنگکننده  باتوجه  در   ییجوسه نشان داد که صرفهیمقا  نیکردند. 

 .داد شیافزا % 2/49تا  توانی را م یانرژ

های واقعی به اندازه کافی یا قابل اطمینان در اختیار  داده   در شرایطی کهگرفتند    جه ینتآنها    تینها  در

 .باشدمی  ییو کارا مؤثر روش DPC مدلندارد وجود  آب و هوا  مطمئنی از ینیبشیپنیست و همچنین 

 ده است. پرداخته شحاضر  های استفاده شده در پژوهش  در ادامه به بیان جزئیات مطالعه انجام شده و مدل 

عوامل  نی بشیپ  یبرا  یکاوداده   یها روش   ی بررس.  3 مصرف   مؤثری    در 

 یانرژ یها مجموعه داده  به کمک یخانگ یانرژ

  شود، این پژوهش با هدف مصرف می   ها ساختمان با توجه به مطالب فوق و نظر به اهمیت میزان انرژی که در  

بر میزان    مؤثر به این هدف به مطالعه عوامل  ی مصرفی خانگی انجام شده است و برای نیل  بینی انرژ پیش 

در  است.  شده  پرداخته  عوامل  این  اهمیت  میزان  همچنین  و  مصرفی  م   انرژی  تکنیک این  از  و  طالعه  ها 

نرم های داده الگوریتم  استفاده شده است و موجود می   wekaافزار  کاوی که در  از    باشد  نتایج حاصل  سپس 

مطلق   ی خطا ، 5مربع خطا  ن ی انگ ی م  شه ی ر  ، 4مطلق  ی خطا  ن ی انگ ی م ، 3تگی با معیارهای ضریب همبس  ها الگوریتم 

مجموعه  » های مورد مطالعه در این پژوهش،  . داده اند مورد ارزیابی قرار گرفته   7شه ی مربع ر   ی خطا و    6ی نسب 

9باشد که در وبسایت  می   8« بینی انرژی لوازم خانگی های پیش داده 
UCI   [. 28]   قابل مشاهده است 

 
 

 

1. L’Aquila 
2. Classical bang-bang controller 
3. Correlation coefficient (Cc) 
4. Mean absolute error (MAE) 
5. Root mean squared error (RMSE) 

6. Relative absolute error (RAE) 

7. Root relative squared error (RRSE) 

8. Appliances energy prediction Data set 

9. University of California Irvine 
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جنگل ین همسایه و  ترنزدیک  –K ,M5Rulesمورد استفاده در این پژوهش، شامل    هایالگوریتم

هایی که در این مجموعه داده وجود دارند، اعدادی  نمونه که  شند. همچنین با توجه به اینبامی  تصادفی

بز بالایی میبسیار  اعشار  رقم  با  برای سهولترگ  تکنیک   باشند،  از  دقت  افزایش  نرمالو  سازی  های 

  تأثیر  آنها  ویژگی است که برخی از   29دارای    مورد استفاده در اینجا  اده شده است. مجموعه دادهاستف

 برای تعیین میزان اهمیت عوامل  هاویژگیاز الگوریتم ارزیابی همبستگی    چندانی بر نتیجه ندارند بنابراین

 خواهد شد.  . در ادامه جزئیات این مراحل بیاناستفاده شده است

 

 ها مجموعه داده یهایویژگ .1 جدول

 ویژگی  توضیحات ویژگی  توضیحات 

 Date خ ی تار T7 درجه حرارت و دما در اتاق اتو 

 Appliances یلوازم خانگ یمصرف ی انرژ RH_7 رطوبت در اتاق اتو 

 Lights ها چراغ یمصرف ی انرژ T8 درجه حرارت و دما در اتاق نوجوان

 T1 آشپزخانه   ما دردرجه حرارت و د RH_8 رطوبت در اتاق نوجوان

 RH_1 آشپزخانه ر رطوبت د T9 در اتاق پدر و مادر  درجه حرارت و دما

 T2 من یدرجه حرارت و دما در اتاق نش RH_9 رطوبت در اتاق پدر و مادر 

 RH_2 منیدر اتاق نشرطوبت  T_out از ایستگاه درجه حرارت و دما در خارج

 T3 ی لباسشوئدما در محل   درجه حرارت و RH_out از ایستگاه رطوبت خارج

 RH_3 ی لباسشوئرطوبت در محل  Press_mm_hg فشار

 T4 یدرجه حرارت و دما در اتاق ادار Windspeed باد  دن یسرعت وز

 TH_4 یرطوبت در اتاق ادار  Visibility مشاهده  تیقابل

 T5 درجه حرارت و دما در حمام  Tdewpoint شبنم ه نقط

 RH_5 در حمامبت رطو rv1 ی تصادف ر ی متغ نیاول

 T6 دما در خارج از ساختمان درجه حرارت و  rv2 ی تصادف ر ی متغ دومین

 RH_6 رطوبت در خارج از ساختمان ***  *** 

 های پژوهش مأخذ: یافته

 

 در بلژیک   ماه از یک منزل شخصی  5/4در مدت    « بینی انرژی لوازم خانگیهای پیشمجموعه داده»

دما    ط یشرادقیقه یکبار صورت گرفته است.   10هر    ز و در هر شبانه رو  آوریکه این جمع آوری شده  جمع
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درجه  میسی . هر گره بشده است گیریاندازه  1بیزیگ به نام  میسیشبکه حسگر ب  کیو رطوبت خانه با 

به    قه یدق  10به مدت    میسیسپس اطلاعات ب کرده است.  منتقل    قه یدق  3/3حرارت و رطوبت را حدود  

 اند. گیری شدهاندازه یانرژ یبا مترها قهیدق 10هر  یانرژ یهاداده  .ه استبه شدمحاس نیانگیطور م

از   هوا  و  در    یهواشناس  ستگاهیا  نیترنزدیکآب  چواقع  )فرودگاه  دانلودکیبلژ  ورس،یفرودگاه   ) 

  آب و هوا به فاصله هر یک  .ه استشد  اضافه  هامجموعه داده  ، بهو زمان  خیتار  ستون ه همراه  و ب  گردیده

دقیقه    10گیری هر  که بازه زمانی نمونه شناسی دانلود شده است ولی به دلیل اینساعت از ایستگاه هوا 

ها افزوده های مورد نیاز محاسبه و به مجموعه دادهاست به کمک درونیابی، وضعیت آب و هوا در زمان 

توصیف   باشد کهی نمونه م  19735و    ی ژگیو   29  ی دارا  مورد استفاده  یهاداده   موعهجمدر نهایت،    .شودمی

 [.29] مده استآ (1)در جدول هاویژگیاین 

باشد. در حین انجام پژوهش می مصرفی خانگی  بر انرژی    مؤثری عوامل  نیبشیپ  طالعهم  نیا  هدف

توان  می   چندانی بر نتیجه ندارند و  تأثیر( معرفی گردید  1یی که در جدول )هاویژگی مشخص شد برخی از  

از الگوریتم انتخاب ویژگی به نام  ، هاویژگی ترین مؤثرشناسایی . بنابراین به منظور نمودنظر صرفاز آنها 

به هر    ،هاویژگی   تأثیرتوجه به اهمیت و    استفاده شده است. این الگوریتم با  هاویژگی ارزیابی همبستگی  

ا بسیار کم  یی که وزن آنه هاویژگی ین ترتیب امکان حذف  دهد. بدایی اختصاص میهیک از آنها وزن

 کند.ت و اهمیت چندانی ندارند را فراهم میاس

 ها الگوریتمدقت    شیها و افزاها به کوچکتر شدن داده داده  یسازنرمال  که در ابتدا گفته شد  طورهمان

ام اعشار بالایی  بزرگ با ارقهای مورد استفاده در این پژوهش اعداد بسیار  مجموعه داده.  کندیکمک م

استفاده شده است. در  سازی  های نرمالبرای سهولت در کار و افزایش دقت از تکنیک  ینهستند. بنابرا

 به طور خلاصه بیان شده است:  استفادهمورد  یسازسه روش نرمالادامه 

 2ی دسیمال سازمال نر. 3-1

ه  ود کشمی  جاای جابه به گونه اعشار آن  نقطه  و فقط    مانندمیعدد بدون تغییر    یم اصلارقاروش    نیا  در

( نشان داده شده است  1سازی در رابطه )نحوه انجام این نرمال  .قرار گیرد  [0و1]ه  باز  حاصل درون  عدد

 
 

 

1. ZigBee 
2. Decimal 
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آن  در  گونه   k  که  می به  تعیین  نرمالای  از  پس  مقادیر  تمام  که  بازهشود  در  گیرند    [0،1]  سازی   قرار 

 .(است یرتمام مقاد  نیعدد در بتعداد ارقام صحیح بزرگترین   kگر، )به عبارت دی

V(i) = V(i)/10k  

 1مکس-زی مینسال نرما. 3-2

 آیدمی   دستبه   (2)از فرمول  با استفاده  که    باشد، می [  -1و1]ه  ها در بازداده هدف، قرار گیری  روش    نیا  در

 باشند.به ترتیب کوچکترین و بزرگترین مقدار از بین تمامی مقادیر می max(V)و  min(V)که در آن 

V(i)=[V(i)-min(V)]/[(max(V]-min(V)]             

 ار ی انحراف مع یساز نرمال .3-3

[  - 1و 1] ه  ها در باز داده   هدف آن است که   ز ی روش ن   ن ی در ا   شود و ی استفاده م   ( 3) روش از فرمول    ن ی ا   ی برا 

 است.   ن ی انگ ی م    mean(V)و    ار ی انحراف مع   sd(V)ز  منظور ا   . رند ی قرارگ 

V(i)=[V(i)-mean(V)]/sd(V)                               
  ن یکه در ا  جنگل تصادفی ین همسایه وترنزدیک  – K ,M5Rules  تمیسه الگور  حیادامه به توض  در

 شود.پرداخته می ، قرار گرفته است استفاده  مورد پژوهش

M5Rules  

بر اساس یادگیری درختی بنا نهاده   وهای یادگیری ماشین است  یکی از تکنیک   M5Rulesروش  

. این مدل برای حل  [1] کنداستخراج میاز یک سری درخت یادگرفته شده که قوانین خود را شده است 

   .باشدقابل استفاده میبینی و رگرسیون بندی، پیش مسائل مختلف طبقه

شود. سپس یک قانون از بهترین  های آموزشی ساخته مییک درخت به کمک داده  M5Rules  در

شود. در ادامه تمام ها( استخراج شده و درخت حذف مینمونه برگ درخت )گرهی با بیشترین پوشش  

گردند. این  های آموشی حذف می شوند از مجموعه دادهیی که توسط این قانون پوشش داده میهانمونه 

ها لااقل توسط یک قانون پوشش داده شوند یا به عبارت دیگر مجموعه  روند تا زمانی که تمام نمونه 

 شود.  ردد، تکرار میهای آموزشی تهی گداده

 
 

 

1. Min_max 
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ایجاد می   یک  M5Rulesمشابه یادگیری درخت تصمیم، در روش   شود؛ در  درخت در دو مرحله 

اول که فاز رشد نام دارد،   با یک گره برگ شروع می مرحله    تلاش  تکراری  صورتبه شود و  الگوریتم 

دار ویژگی انتخاب  ا توجه به مقها بو نمونه تقسیم کند    هاویژگی کند تا هر گره برگ را بر اساس یکی از  می

. شودساخته می  مرحله اول، یک درخت کاملد. در پایان  نرار گیرق  یکی از فرزندان این گرهدرون  شده،  

از حدی بیشتر نباشد آنها    های درخت تا زمانی که خطایپس از این مرحله، برای هرس )اختیاری(، گره

 . [16] شوندبا هم ادغام می

کنند و سرعت  غیرکامل تولید می  صورتبه ، که یک درخت را  1تصمیم جزئی برخلاف روش درختان  

کند که از  یک سری درختان کامل تولید می  M5Rulesو دقت بالاتری نسبت به درختان کامل دارند،  

ماند. لازم به ذکر است که استخراج  یک قانون باقی می   صورتبههر یک از این درختان بهترین گره  

 برد. از حد را از بین می برگ درخت در هر مرحله، خطر هرس بیش  قوانین از بهترین

K– ین همسایه ترنزدیک 

 استفاده   رگرسیون   و  بندیطبقه  برای  که  است  پارامتری  غیر   روشی  همسایه  ینترنزدیک  -K  الگوریتم

  . است   ویژگی   فضای  در   آموزشی  هایمثال  ینترنزدیک   -K  شامل  ورودی  حالت،   دو   هر  در .  [5]شودمی

 صورتبه ، به ترتیب رگرسیون  یاشود  استفاده می  بندیطبقه   برای  که  بسته به این  این الگوریتم  جیروخ

 شود.گسسته یا پیوسته محاسبه می 

ین همسایه در واقع فاز آموزش و ساخت مدل را ندارد زیرا در زمان آموزش  ترنزدیک  –  K  الگوریتم

  . اندازدمی   تعویق  به یا رگرسیون  بندیه طبق  زمان  تا  را  اتمحاسب  تمامپردازد و  ها میتنها به ذخیره نمونه 

شود. بدین ترتیب، فاز  گفته می   3تنبل   یادگیری  یا  2نمونه   بر  مبتنی  یادگیریاز این جهت، گاهی به آن  

آموزش بسیار سریع است و در واقع زمانی لازم ندارد و تمام بار محاسباتی به مرحله آزمایش موکول  

  گی سادرا به    و رگرسیون  یبندطبقه  اتیعمل  ین همسایهترنزدیک  –  K  الگوریتمکه  ینرغم اگردد. علیمی

 [.30] دهدارائه می  ینیبشی عنوان پبه  ینانیقابل اطم جِینتادر بسیاری از کاربردها  اما ،دهدمی انجام 

 
 

 

1. Partial decision trees (PART) 
2. Instance-based learning 

3. lazy 
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  باید   ی خروجکه  استفاده شود، با توجه به این   بندیطبقه   همسایه به منظور  ینترنزدیک  -Kاگر از  

ین ترنزدیک  Kگیرد که در بین  جدید به کلاسی از خروجی تعلق می   ءشی  باشد،  کلاسیک    برچسب

 کوچک  مثبت و معمولاً  صحیح  عدد  یک  Kشد که  را داشته با  همسایه این شی، بیشترین تکرار )فراوانی(

 همسایه  نیترنزدیک  کلاس  به   سادگی   به   ، سئوالمورد    شیء  باشد،  K = 1  اگربدیهی است که    . است

الگوریتم،    از   رگرسیونکاربرد    در  . شودمی   داده  اختصاص  خود  ینترنزدیک – Kمقادیر  میانگیناین 

 . شوددر نظر گرفته می  خروجیبه عنوان  است  پیوستهی مقدار که  سئوالشی مورد  همسایگان

یه را محاسبه نموده و  اول   ی ها نمونه   ه ی با کل   سئوال مورد  فاصله نمونه    باید   تم ی الگور   ن ی ا در مرحله آزمایش،  

های  نمونه مجموعه    ی برا   که   ها را ملاک محاسبات خود قرار دهد. واضح است ین نمونه تر نزدیک تا از    Kسپس  

  ن ی تر نزدیک   ی جستجو   ی برای ب ی تقر   های تم ی با وجود الگور   که البته   خواهد بود   ن ی سنگ   ار ی محاسبات بس   ن ی بزرگ ا 

ترین  یکی از رایج .  کاهش داد   ، بزرگ های  داده   ی ها مجموعه   ی ا ر ب را    محاسبات   ن ی ا سربار    توان ی م   ها یه همسا 

 شود: محاسبه می (  4فاصله، استفاده از روش اقلیدسی است که طبق فرمول ) ه  های محاسب روش 

𝑑(𝑝, 𝑞) = √∑ (𝑝𝑖 − 𝑞𝑖)
2𝑛

𝑖=1                                                                                                      (4 )  

ین همسایه نقش یکسانی در تولید خروجی خواهند  تر نزدیک   Kطبق آنچه در بالا توصیف شد، تمام  

ین همسایه وزنی را تخصیص داد به  تر نزدیک   Kای افزایش دقت، به هر یک از  برای بر   توان داشت. اما می 

ترین  بیشتری داشته باشند و سپس متداول   تأثیر   رتر و د   های نسبت به داده   تر نزدیک   ای که همسایگان گونه 

این وزن  به  توجه  با  را  میانگین وزنی خروجی  یا  نمود کلاس  عنوان مثال   . ها محاسبه  روش رایج،    یک   به 

 [. 30]   وال است ئ نمونه مورد س   با   آن همسایه   فاصله   dاست که    همسایه   هر   به   d/1  وزن   خصیص ت 

 بیان شده است.   )1(شبه کد در شکل  تصوربه  همسایه ینترنزدیک -K الگوریتم
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Algorithm: K-Nearest Neighbors 

Input: 𝐷 , 𝑎 chunk of the original distance matrix 

𝑛𝑐ℎ𝑢𝑛𝑘𝑠𝑖𝑧𝑒, dimension of the chunk 

Split, index of split 

Chunk, index of chunk 

Maxk, an array to hold the farthest neighbors for each row index in the chunk 

〖row〗^'←blockIdx.x×blockDim.x+threadIdx.x 

If 𝑟𝑜𝑤′ < 𝑛𝑐ℎ𝑢𝑛𝑘𝑠𝑖𝑧𝑒 then 

• 𝑟𝑜𝑤′ ← 𝑠𝑝𝑙𝑖𝑡 × 𝑛𝑐ℎ𝑢𝑛𝑘𝑠𝑖𝑧𝑒 + 𝑟𝑜𝑤′ 

• For 𝑐𝑜𝑙𝑢𝑚𝑛′ ← 1 to 𝑛𝑐ℎ𝑢𝑛𝑘𝑠𝑖𝑧𝑒 do 

o 𝑐𝑜𝑙𝑢𝑚𝑛 ← 𝑐ℎ𝑢𝑛𝑘 × 𝑛𝑐ℎ𝑢𝑛𝑘 𝑠𝑖𝑧𝑒 + 𝑐𝑜𝑙𝑢𝑚𝑛′ 

o If 𝑟𝑜𝑤 = 𝑐𝑜𝑙𝑢𝑚𝑛 or  𝑟𝑜𝑤 > 𝑛𝑟𝑜𝑤 or 𝑐𝑜𝑙𝑢𝑚𝑛 > 𝑛𝑐𝑜𝑙  then 

Continue 

• If  [𝑟𝑜𝑤′ × 𝑛𝑐ℎ𝑢𝑛𝑘𝑠𝑖𝑧𝑒 + 𝑐𝑜𝑙𝑢𝑚𝑛′] < 𝐺𝑘′[𝑀𝑎𝑥𝑘[𝑟𝑜𝑤′]]. 𝑤𝑒𝑖𝑔ℎ𝑡  then 

o 𝐺𝑘′[𝑀𝑎𝑥𝑘[𝑟𝑜𝑤′]]. 𝑠𝑜𝑢𝑟𝑐𝑒 ← 𝑟𝑜𝑤 

o 𝐺𝑘′[𝑀𝑎𝑥𝑘[𝑟𝑜𝑤′]]. 𝑡𝑎𝑟𝑔𝑒𝑡 ← 𝑐𝑜𝑙𝑢𝑚𝑛 

o 𝐺𝑘′[𝑀𝑎𝑥𝑘[𝑟𝑜𝑤′]]. 𝑤𝑒𝑖𝑔ℎ𝑡 ← 𝐷[𝑟𝑜𝑤′ × 𝑛𝑐ℎ𝑢𝑛𝑘𝑠𝑖𝑧𝑒 + 𝑐𝑜𝑙𝑢𝑚𝑛′] 

Search  the new maximum element in 𝑟𝑜𝑤′(𝐷) and  store the index in 𝑀𝑎𝑥𝑘[𝑟𝑜𝑤′] 

 End 

 ه ی همسا نی تر نزدیک-K تمیالگور  کد  شبه .1شکل 
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 جنگل تصادفی 

صورت ه را ب[  3]  های یادگیری مرکب است که تعداد زیادی درخت تصمیماین الگوریتم یکی از روش 

تصادفی  های تصمیم  برای جنگل   نخستین الگوریتمکند.  تولید می   1گذاریکیسهتصادفی و اغلب به روش  

صورت ایده این روش بدین  . [31]  گیری از روش زیر فضاهای تصادفی پدید آوردبا بهره  «2تین کم هو»را  

های آموزشی و با استفاده های مختلفی از دادهاست که چندین درخت تصمیم مستقل روی زیرمجموعه

زیرنمونه  کل  از  از  میهاویژگیهایی  ساخته  موجود  اینی  که  است  واضح  تصمیم    شوند.  درختان  کار 

  کند.متنوعی تولید می 

روجی هر کدام از درختان تصمیم محاسبه شده و با برای ساخت خروجی نهایی جنگل تصادفی، خ

بندی هر درخت تصمیم موجود در جنگل تصادفی به نمونه مورد  دسته   مسئلهشوند. در یک  هم تجمیع می 

را از بین تمام درختان تصمیم داشته باشد   رأین  دهد و در نهایت کلاسی که بیشتریمی رأییک    سئوال

  خروجی   میانگین  نیز خروجی نهایی برابر با  رگرسیون  مسئلهشود. در  ینسبت داده م  سئوالبه نمونه مورد  

 [: 31] یعنی است.های تصمیم تمام درخت

F(x) = 
 ∑ 𝑇𝑖(𝑥)𝐾

𝑖=1

𝐾
  (5 )  

 تعداد درختان جنگل تصادفی هستند.   𝐾و    سئوالنمونه مورد    𝑥ام،    𝑖خروجی درخت تصمیم    𝑇𝑖(𝑥)که  

شود که خروجی جنگل تصادفی واریانس ترکیب پاسخ صدها درخت تصمیم تصادفی موجب می

کمتری نسبت به درخت تصمیم تکی داشته باشد. در عمل نیز این الگوریتم نیاز به تنظیم تعداد کمی  

های  ونه یی که در این روش باید تنظیم شوند عبارتند از: تعداد زیرنمابرپارامتر دارد برخی از ابرپارامترها

 برازش جلوگیری کند.، تعداد درختان تصمیم و عمق هر درخت تصمیم است تا از بیش هاویژگی

های نویزی، دقت قابل  برازش یا برای دادهدرنتیجه جنگل تصادفی قادر است برای مسائل دچار بیش 

اما مقاومت خوبی  ها ندارد  کردن داده  3ابه درخت تصمیم تکی، نیازی به مقیاسقبولی را ارائه دهد. مش

دهد. متاسفانه جنگل  های آموزشی نشان مینسبت به نحوه انتخاب مجموعه آموزشی و وجود نویز در داده

 
 

 

1. Bagging 

2. Tin Kam Ho 

3. Scale 
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برای   به درخت تصمیم، شفافیت و قابلیت توضیح کمتری دارد. همچنین ممکن است  تصادفی نسبت 

الگوریتم جنگل تصادفی    های بسیار بزرگ، آموزش تعداد زیادی درخت تصمیم باعث کندیمجموعه داده

موازی تولید و مدیریت شوند.    صورتبه شود درختان تصمیم  گردد. که برای بهبود کارایی پیشنهاد می

 دهد.می نشان  جنگل تصادفی راالگوریتم  از مراحلشبه کد یک  (2)شکل 

 

Algorithm : Random Forest 

Input: Sequence of  𝑁 examples < (𝑥1, 𝑦1), … , (𝑥𝑁, 𝑦𝑁) > with lables 𝑦𝑖 ∈ 𝑌 = {1, … , 𝐿} 

Distribution  𝐷 over the 𝑁 examples 

Integer 𝐾 specifying number of iterations 

𝑃 =  number of variables 

Do for 𝑡 = 1,2, … , 𝐾 (number of trees) 

• Choose bootstrap sample  𝐷𝑖 from 𝐷 to construct tree 𝑇𝑖 

• Select 𝑚 input variables at random from  𝑃 

o (𝑚 ≪ 𝑃) 

o To determine the decision tree at a node of the tree  

• Calculate the best split based on these 𝑚 variables in the training set 

End 

 یتصادف  جنگل  تمیالگور  کد  شبه .2 شکل

 

استفاده   یمختلف  یهااری از مع  یکاوداده  یهاها و روشتمیدقت الگور  زانیم  نییوتع  یابیارز  جهت

 شود. صورت خلاصه بیان میین بخش، برخی از این معیارها بهدر ادامه ا .شودیم

 استفاده کرد.  یهمبستگ  بیضراز    توانی وابسته و مستقل م  ر یمتغ  نیسنجش شدت رابطه ب  یبرا

مستقل و وابسته    یرهایمتغ  نی ب ی خط  رابطهشدت    باشد،   ترنزدیک -1  ای  1به    ی همبستگ  بیهر چه ضر

است که   کسان ی ریهر دو متغ  رات ییباشد جهت تغ 1به  کینزد  یهمبستگ بیاست. البته اگر ضر دتریشد

 رهایمتغ  تراییباشد، جهت تغ  کینزد  -1به    یهمبستگ  بیضر  گویند. در صورتی که  میبه آن رابطه مستق

 ینیبشیدر هر دو حالت امکان پ  ی. ولشودگفته می د و به آن رابطه عکس  خواهد بو  گریکدیمعکوس  
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نشان دادن    یبرا  یراه  یهمبستگ  بیهرچند ضر  مستقل وجود دارد.  ریوابسته برحسب متغ  ریمقدار متغ

  ون ی. با رگرسدهدی ان نمنش  را  ریدو متغ  نیا  نیرابطه ب  ، مدل  یمستقل و وابسته است ول  ریدو متغ  ن یرابطه ب

  زین  یابی ارز  یهااریمعسایر  فرمول    و به کار بست.  کرده  ها وجود دارد را کشف داده  نیکه ب  یقانون   توانیم

 باشد: یم ریز صورتبه 

MAE = 
∑ |𝑦(𝑖)−𝑦′(𝑖)|𝑛

𝑖=1

𝑛
    (6 )  

RMSE = √
∑ (|𝑦(𝑖)−𝑦′(𝑖)|)2𝑛

𝑖=1

𝑛
  (7 )  

RAE = 
∑ |𝑦(𝑖)−𝑦′(𝑖)|𝑛

𝑖=1

𝑦(𝑖)
  (8 )  

RRSE = √
∑ (|𝑦′(𝑖)−𝑦(𝑖)|)2𝑛

𝑖=1

∑ (𝑦(𝑖)−(𝑚𝑒𝑎𝑛(𝑦)))𝑛
𝑖=1

  (9 )  

است.    یریگتعداد اندازه  nارزش و    ینیبشیپ  y’(i) ( وی)مصرف انرژ  یواقع  یریگمقدار اندازه   y(i)  که

صورت    wekaر  افزاتوسط نرم   ی،ابیارز  ریمقاد  نیا  محاسبه  د.باشیم   نیانگیمقدار م  mean (y)   نیهمچن

  .ردیگیم

 . نتایج عملی4

ا از    خطایبخش    نیدر  الگور  اجرایحاصل  جنگل  و ین همسایهترنزدیک  – M5Rules   K,  تمیسه 

  ست گرفته ا قرار    یو بررس  سهی مورد مقابینی انرژی لوازم خانگی،  های پیشی مجموعه دادهروبر  تصادفی

 نمایش داده شده است.  (2) جدولدر آنها  که نتایج

 ها مجموعه داده یبر رو هاتمیالگور  یحاصل از اجرا خطای .2 جدول

ین  ترنزدیک –K جنگل تصادفی

  همسایه

M5Rules  یارهایمع /تمیالگور  

 یاب ی ارز

855/70 4014/102 8906/91 RMSE 

4494/33 3547/45 0193/51 MAE 

6687/68 3112/99 1175/89 RRSE 

2258/55 8817/74 2341/84 RAE 

7308/0 4979/0 4572/0 Cc 

 پژوهش  یهاافتهیمأخذ:  
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آنها را  توان  ی است و نم  خطاها بسیار بالاکه درصد    شودیمشاهده م  )2(ی جدولهاتوجه به داده با  

ذکر   تمیسه الگورسپس    ها را نرمال وابتدا داده  رو  نیاز ا  .با معیارهای ارزیابی معرفی شده مقایسه کرد

ه کنندنییو تع  یاتیح  یرایمع  RMSE  باتوجه به اینکه.  شوداجرا می   ز ینرمال شده ن  یهاداده  یروبر  شده  

( به  3در جدول )  جینتا.  گرددیاستفاده م   یسازروش نرمال  ه سهسی مقا  یبرا  اریمع  نیباشد، تنها از ایم

 نمایش درآمده است. 

 

 نرمال شده   یهاداده یبر رو ها تمیالگور ی راحاصل از اج RMSE خطای .3جدول

 الگوریتم نرمالسازی/  Min_max Decimal انحراف معیار 

8852/0 087/0 0089/0 M5Rules 

9988/0 0964/0 0106/0 K– ه یهمسا  نی ترنزدیک 

6897/0 0661/0 0071/0 RandomForest 

 پژوهش  یهاافتهیمأخذ:        

 

با   دسیمال یسازنرمال  یها خطا مربوط به داده   نیکمتر  شودیم   مشاهده  (3)که در جدول  طورهمان

 . باشدیم جنگل تصادفی تمیالگوراستفاده از 

بر   یزیناچ تأثیرآنها  از ی برخ است  ممکن کهباشد ی م یژگیو  29مجموعه داده مورد استفاده دارای 

  تمیتوان از الگورمی   گفته شد  که قبلا   طورهمان  . داشته باشد  دقت خروجی و خطای مدل  زانیم  یرو

این الگوریتم با توجه   .نموداستفاده عوامل  ترینمؤثرو  برای انتخاب بهترین هاویژگیارزیابی همبستگی 

یی که وزن آنها هاویژگیدهد. به این ترتیب  هایی اختصاص میوزنآنها    به  هاویژگی   تأثیربه اهمیت و  

ی  هاویژگی . در این پژوهش حد آستانه برای حذف  شوندبسیار کم است و اهمیت چندانی ندارند حذف می 

شوند.  حذف می   باشد  0.08شان کمتر از  وزن  یی کههاویژگییعنی    شوددر نظر گرفته می   0.08کم اهمیت،  

 اختصاص یافته به آنها نشان داده شده است. به همراه وزن  هاویژگی نیا نیمهمتر (4)در جدول 
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 ها ویژگی ن یمهمتر . 4جدول 

Weight Ranked Attributes 
197278/0 1. lights 

120073/0 4. T2 

117638/0 12. T6 

099155/0 20. T_out 

087122/0 23. Windspeed 

086031/0 3.RH_1 

08506/0 6. T3 

 پژوهش  یهاافتهیمأخذ:                 

 تأثیر  نیشتریب  197278/0  با وزن ها و وسایل روشناییی چراغژگیاست که و  نیا  انگریب  (4جدول )

  ی مصرف  یانرژ  ینیب  شیپ  دررا    تأثیر  نیکمتر  08506/0  با وزن  یدما در محل لباسشوئدرجه حرارت و   و  

 . داشته است یخانگ

  K ,M5Rulesو اجرای سه الگوریتم    (4ی ذکر شده در جدول )هاویژگیادامه با در نظر گرفتن    در

  ، بینی انرژی لوازم خانگیپیشنرمال شده  ی  هاداده مجموعه    جنگل تصادفی برروی  و ین همسایهترنزدیک

 بیان شده است. (5جدول ) در RMSE اریمعها با استفاده از خطای الگوریتم

 

 سازی مختلف های نرمالو روش ویژگی 7حاصل از انتخاب  RMSEخطای  .5جدول 

 نرمالسازی/ الگوریتم  min_max Decimal main_data انحراف معیار 

9463/0 0914/0 0097/0 2788/97 M5Rules 

8884/0 086/0 0091/0 0821/91 K– ین همسایهترنزدیک  

 جنگل تصادفی 2715/77 0076/0 0724/0 7561/0

 پژوهش  یهاافتهیمأخذ:  

 

جدول  طورهمان در  می  )5(که  ابتدا  مشاهده  انتخاب  7شود،  مهم  داده  ویژگی  نرمالو  سازی  ها 

جنگل تصادفی بر روی آنها اعمال   و ین همسایهترنزدیک   –  M5Rules  K,سپس سه الگوریتم  شوند.  می

ه دلیل خطاهای ب  M5Rulesالگوریتم   شودگیرد. مشاهده میرسی قرار میآمده مورد بر  دستبه و نتایج  
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نمی  مناسب  بررسی  این  برای  به  ترنزدیک   –Kالگوریتم    باشد.زیاد  نسبت  بهتری  ین همسایه عملکرد 

درصد خطاهای حاصل از آن کاهش یافته است. الگوریتم جنگل تصادفی د و  دار  M5Rulesالگوریتم  

 K ,M5Rulesباشد و درصد خطاهای آن در مقایسه با دو الگوریتم  بهترین الگوریتم برای این بررسی می

 بینی دارد.ر این پیشتری دین همسایه کمتر بوده و عملکرد دقیقترنزدیک –

 گیری . نتیجه5

بر میزان   مؤثرها، در این پژوهش به مطالعه عوامل  اهمیت حفظ آن   یت منابع انرژی و با توجه به محدود

باشد نمونه می   19735ویژگی و    29انرژی مصرفی خانگی پرداخته شد. مجموعه داده مورد استفاده دارای  

ش  آوری شده است. این پژوهقه یکبار از یک منزل شخصی جمع دقی  10ماه به فاصله هر    5/4که در مدت  

داده الگوریتم  یک  یافتن  دنبال  روشبه  یک  دقیق،  تشخیص  نرمال  کاوی  همچنین  و  مناسب  سازی 

 برای این مجموعه داده است.  هاویژگیمهمترین 

  ی اصل  یهادهگرفت که اگر دا  جهینت  توانی مو توضیحاتی که ذکر شد،  شده    یابیارز  جیباتوجه به نتا

 زانیممهمتر،    ویژگی  7و در نظر گرفتن  دفی  ریتم جنگل تصابا اجرای الگو  ،دنشورمال  دسیمال ن  روش  هب

 ی ادیز  اریبس  تأثیر ها و وسایل روشنایی  ی چراغ ژگیو  شودی م  مشخصو    ابدیی کاهش م  0076/0  خطا به

  .دارد یخانگ یمصرف یانرژ یبر رو

به  توان  ی که می یهاویژگیجویی در مصرف انرژی خانگی، مهمترین  به عنوان توصیه برای صرفه 

پیش از:ناظران  عبارتند  داد  و وسایل روشناییچراغ  نهاد  نشدرجه حرارت و    ،ها  اتاق  در  درجه   ،منیدما 

  سرعت   ،  (رسویچ)  یهواشناس  ستگاهیاز ا  دما در خارجدرجه حرارت و  دما در خارج از ساختمان،  حرارت و  

رفت،  . چنان که انتظار می یدما در محل لباسشوئدرجه حرارت و   و  رطوبت در منطقه آشپزخانه   د،با  وزیدن

 تر است. دقیق های مورد بررسی نسبت به سایر الگوریتم جنگل تصادفی تمیالگور

 منابع  
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 (. 56)پیاپی    4شماره    ، دوره هجدهم ،  نشریه انرژی ایران     ."ای مقایسه   ساختمان: با رویکرد تجربی و 
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 .وترینرم افزار کامپ یمهندس وژهرپ ."و کاربرد میمفاه ،یکاوداده" .(1393) میابراه ،هژبر [4]
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